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Goals

Construct transcript-compressible statistical estimators, that:

• answer arbitrary statistical queries accurately

• yield only polylogarithmic dependence on k in error bounds

• prevent analysts from over�tting



Remark: Above Threshold



Let gi be a guess to query qi .
Given a �xed cuto� η and a sequence of tuples (q1, g1), ..., (qk , gk)
initialize an instance of AboveThreshold(η, q̂1, ..., q̂k), with

q̂i = |qi (D)− gi |.

If we get the answer ⊥ we know gi is sample accurate with

accuracy η.



OneWrongGuess



Theorem 1

For any threshold 0 < η ≤ 1, OneWrongGuess is (η, 0)-sample

accurate and transcript compressible to b(n, k) bits where

b(n, k) = log(k + 1) + log(1/η).



Proof of transcript compressibility

Proof

Let f be a post processing function which replaces (qi , gi ) with

q̂i (S) = |qi (S)− gi | and answers ai =⊥ with ai = gi . Then
OneWrongGuess is a composition of f (AboveThreshold) and
OT

b (q). We know that AboveThreshold is log(k + 1)-transcript
compressible, by the postprocessing Theorem, so is

f (AboveThreshold).
OT

b (q) is transcript compressible to log(1/η) for b = log(1/η). By
the composition theorem OneWrongGuess is transcript

compressible to b(n, k) = log(k + 1) + log(1/η) bits.



Proof of accuracy

Every guess gi which does not exceed the threshold η is by

de�nition of AboveThreshold (η, 0)-accurate.
For the one query we cannot guess, we use the truncated estimator.

We already know that OT
b (q) is (1/2b, 0)-accurate, which is

(η, 0)-accurate for our choice of b. �



GuessAndCheck



Theorem 2

For any η,m, GuessAndCheck is (η, 0)-sample accurate and

transcript compressible to b(n, k) bits where

b(n, k) = m(log(k + 1) + log(1/η)).

Proof

GuessAndCheck is just a composition of OneWrongGuess with

itself, m times. The result follows from the composition theorem. �



Theorem 3

Fix a value of m and a value of δ. Setting η =
√

m
n ,

GuessAndCheck(η,m) is (ε, δ)-accurate for any sequence of

compound queries (qi , gi ) until it halts, where qi can be any

1/n-sensitive query, for:

ε = O

(√
m(log(k) + log(n/m)) + log(k/δ)

n

)
.



Proof

We have shown compressibility to

b(n, k) = m(log(k + 1) + log(1/η)) bits, and (η, 0)-sample

accuracy.

(ε, δ)-accuracy for

ε = η +

√
(m(log(k + 1) + log(1/η) + 1) log(2) + log(k/δ)

2n

follows from the transfer theorem for transcript compressibility. �



Lemma 4

For any ε > 0, any k statistical queries Φ1, ...,Φk and for any

dataset S ∈ X n, there is an S ′ ∈ X n′ with n′ = log(4k)
2ε2

such that:

max
i
|ES [Φi ]− ES ′ [Φi ]| ≤ ε



Remark: Cherno� Bound

Theorem

Fix any distribution D, and any statistical query Φ. Let S ∼ Dn

consist of a set of n points sampled i.i.d from D, with probability

1− δ over the sample:

|ES [Φ]− ED[Φ]| ≤
√

log(2/δ)

2n



Proof

Generate S ′ by subsampling m points from S with replacement.

Under this sampling distirbution, E[Φi ] = ES [Φi ] for each i .
Apply a Cherno� bound with δ = 1/2 to follow:

max
i
|ES [Φi ]− E′S [Φi ]| ≤

√
log(4k)

2m
≤ ε.

�



MedianOracle



Theorem 5

For any δ > 0, MedianOracle is (ε, δ)-accurate for any sequence

of k statistical queries where:

ε = O

(
log(|X | log(k))1/4

√
log(k) + log(n)

n1/4

)



Proof

MedianOracle is a postprocessing of GuessAndCheck. So

(ε, δ)-accuracy for the queries asked before the algorithm halts

follows from the accuracy of GuessAndCheck.

We need to show that MedianOracle will answer all k queries and

never halt, this is equivalent to showing that |qi (S)− gi | ≤ η for all

but m rounds.



tracking |Si |

• by construction |S0| = |X |n′

• in every round i we make a mistake, |Si | ≤ |Si−1|/2, because
on these round |gi − qi (S)| > η and all sets S ′ such that

|qi (S ′)− ai | > η are removed from Si .

• by de�nition gi = median({qi (S ′) : S ′ ∈ Si−1}), so at least

half of the S ′ in Si are removed.

• by Lemma 4 we know that there is at least one S ′ such that

|qi (S ′)− qi (S)| ≤ η. Hence |Si | ≥ 1 for every i .

• with that the number of mistaken guesses can be at most

log(|S0|) = n′ log(|X |) = m

�



ReusableHoldout



Theorem 6

Fix a value of m and a value of δ > 0. ReusableHoldout is

(ε, δ)-accurate for any sequence of 1/n sensitive queries qi until it
halts, for:

ε = O

(√
m(log(k) + log(n/m)) + log(k/δ)

n

)
.



Previous de�nitions and theorems



truncated estimator

De�nition: truncated estimator

Given a dataset S, the b-bit truncated estimator OT
b (q) returns

q(S) truncated to b bits of binary precision.








